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What is Research Computing?

* Doing anything that involves computers and research.
* Stats
* Visualisation
* Image manipulation
 Data entry and recording
* Training programs and diet plans
Writing code to do things
Metanalysis
...all kinds of things.
If users use a computer for research they can talk to us for help




The RSS Wiki

* https://www.wiki.ed.ac.uk/display/ResearchServices
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What I'm going to talk about

* Storage options (datastore)
* High-performance/throughput compute (eddie)
* Virtual machines (eleanor)




What we offer for storage

e DataStore

* DataSync

e DataShare

e DataVault

* Version control systems

* Eddie parallel filesystem storage




Why use Datastore?

* Accessible from anywhere on campus
* Resilient, backed up

* Free for majority of users

* Group space access managed by AD

* 500Gb quota for research staff

It is not encrypted at rest; for sensitive data we do suggest
encrypting on disk.




Why use DataSync?

* Available off-site

* Resilient

* Free at point of use

* Collaborative with external partners

* Can create shares with password/limited time expiry
* Secure transfer




Eddie — HPC/HTC for UoE research




What is Eddie?

* Supercomputers can be very specialised hardware (eg Cray) or off-
the shelf components

* Clever low latency networks

* Very fast shared (parallel) storage
* Lots of CPUs
* Lots of RAM

* Energy dense




Eddie

 3d generation: joint procurement between The University, IGMM,
Roslin Institute and others

e Accessible by any researcher in The University

* Free at point of use

* ~400 nodes, ~11000 cores, ~110TB total RAM

* Workloads are scheduled to run when resources are available
* Eddie uses the Linux operating system (Scientific Linux 7.x)

* Quickstart: https://edin.ac/38C3pxd



https://edin.ac/38C3pxd
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Linux

* Understanding Linux is a highly recommended pre-
requisite for using Eddie

* Software Carpentry provides an online Linux course:
http://swcarpentry.github.io/shell-novice/
(at @ minimum, be familiar with lessons 1,2,3 & 6)

* Research Services will do in-person Eddie training in the
future, and are working on digital training on Learn



http://swcarpentry.github.io/shell-novice/
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module avail will show you everything
Some applications are installed by RSS
Some are installed by local communities
Very good chance that what you want is
already there

You can also install your own applications
into user space

First point of call if you think your
application should be a module is your local
IT service




Batch processing

* Asynchronous workload
* Ability to submit thousands of jobs at the same time
* Great for montecarlo simulations

* Simple parallelisation
* Lots of RAM




Interactive sessions

* Prototyping

* Jupyter

* Rstudio

* Watching time-step processes in real time

*glogin -1 h rt=04:00:00,h vmem=8G




File It Code View Plots Sagsion Build Debug Profile Tools Help

o - R i Go to I&gactior ~ Addins ~ R Project: (None) ~
@] pulsar.R* = Environment History Connections Tutorial =
Source on Save NS = Run o= Source ~ 2 ~* Import Dataset ~ ' 162 MiB ~ "4 List ~ i
5 izsr; r;/‘éasiotz 4 R ~ | [ Global Environment ~
g library(ggridges) Data
6 setwd = ("/exports/eddie3 homes local/mwallis/") pulsar 24000 obs. of 3 variables
7 Values
8 pulsar <- read.csv(file = "rscripts/pulsar.csv", header=FALSE) %>% d "/exports/eddie3 homes local/mwallis/"
9 mutate(row = row number())

10 gather(col, height, -row)
11 mutate(

12 col = sub("*v", "", col) %>% as.integer()
13 )

15 ggplot(pulsar, aes(x = col, y = row, height = height, group = row)) +

Rl ocoridostine(ain belont = min{pulsarsheight, File Edit Code View Plots Session B

18 size = 1,
19 fill = "black",
20 colour = "white") + Files | Plots | Packi % ol e ~ .
21 scale y reverse() + M Zoom  -Z Export v+ © <, Publish ~
22 theme void() +
23 theme (
24 panel.background = element rect(fill = "black"),
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26 )
27
28
27:1 (Top Level) R Script *
Console Terminal Jobs = ]

R R 3.6.3 - /exports/eddie3_homes_local/mwallis/

—pucou RN PO P T S ST ey
mutate(row = row number()) %>%
gather(col, height, -row) %>%
mutate(
col = sub(""v", "", col) %% as.integer()
)
ggplot(pulsar, aes(x = col, y = row, height = height, group = row)) +
geom ridgeline(min height = min(pulsarsheight),
scale= 0.2,
size = 1,
fill = "black",
colour = "white") +
scale y reverse() +
theme void() +
theme(
panel.background = element rect(fill = "black"),
plot.background = element_rect(fill = "black", color = "black"),
)
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Eleanor

* Sandbox virtual environment
* Low cost

* Simple interface

* Great for experimenting

 Quickstart: https://edin.ac/39Hylfq



https://edin.ac/39Hylfq
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SyntaxError: invalid syntax
Identity >>> import datetime
>>> today-datetime.date.today()
Traceback (most recent call last):
File “<stdin>", line 1, in <module>
NameError: name ’today’ is not defined
>>> today=datetime.date.today()
>>> loc = Observer(lat=55.95=u.deg, long=3.19=u.deqg)
Traceback (most recent call last):
File “<stdin>", line 1, in <module>
NameError: name "u’ is not defined
>>> import astropy.units as u
>>> loc = Observer(lat=55.95=u.deg, long=3.19=u.deg)
Traceback (most recent call last):
File "<stdin>", line 1, in <module>
File “susrs/local/lib64/python3.6/site-packages/astropy/units/decorators.py”, line 168, in wrapper , Go to h c 9 v and password. (Thisis usually the same as your EASE
bound_args = wrapped_signature.bind(*func_args, »=func_kwargs)
File "susrs/1ibb4/python3.6/inspect.py”, line 2997, in bind
return args[B]1._bind(args[1:]1, kwargs)
File “/usr/1ib64,/python3.6/inspect.py”, line 2988, in _bind
arg=next (iter (kwargs))))
TypeError: got an unexpected keyword argument ’lat’
>>> loc = Observer(latitude=55.95=u.deg, longitude=3.19»u.deg) o Launch an Instance
>>> loc 4
<Observer: location (lon, lat, el)=(3.19 deg, 55.95 degy, -1.7822361853838295e-89 m),
timezone=<UTC>>  the Launch Instance dizlog box that appears, values in each of the tabs, navigating between them with the Ne;
>>> sun_rse = (log.sun_rise_time(t, which="nearest") . buttons:
) o
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Create an SSH Key Pair

> C pand.
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+ Click here 1o expand.

Traceback (most recent call last):
File “<stdin>", line 1, in <module>
NameError: name ’log’ is not defined o This tab allows you to specify the name and number of nstances you want to launch.
>>> sun_rse = (loc.sun_rise_time(t, which="nearest")) Instance Name
Traceback (most recent call last): . ) . Assgn a name to the instance.
File “<stdin>", line 1, in <module> ) e s stance. f the name = longer than 63 chiracters. € wilbe
NameError: name 't’ is not defined
>>> t = Time(’{} 12:008:00’ .format(

Availability Zone




Why use Eleanor?

AFTER DISASSEMBLING AND
INSPECTING THE HUMIDIFIER,

\
TVE DETERMINED THAT THE
MAIN PROBLEM WITH IT IS THAT
SOMEONE TOOK IT APART.

i

Sandbox Application server It's your machine

e Just testing a theory before * Don't want to run a webserver e And it's a VM! Break something?
scaling up on your laptop? Delete it & start over!

And so much more!




Available resources

* GPUs" on both Eddie and Eleanor
* Eddie: 000's of cores, TB of RAM, Pb of storage

* Scaleable, inexpensive (or free) for compute

* Eleanor: 16 cores, 96Gb of RAM, Tb of storage
* Sandbox, expandable, (slightly) chargeable

* DataStore, DataSync, DataVault, Secure Storage
* Shared resilient storage; external collab; archive; special circs
* Accessible anywhere on campus

* \Version control service
 SVN and GitLab




Plan your research compute needs

* Have ideas!

* Talk to us about your ideas!

* We can offer advice, support and training

* ...we cannot run your services for you (so think about this!)
* Use the free tier to test as much as you like

* Paid for when you need serious resources

* Remember to have a data management plan

* Think about your application as a publishable resource




Summary

* You create data (so have a plan!)

* Your workload will get bigger than your laptop
* The University has services you can use

* ...and people to help you use them




Help and support

* https://www.wiki.ed.ac.uk/display/ResearchServices
*is.helpline@ed.ac.uk



https://www.wiki.ed.ac.uk/display/ResearchServices

