
Automating Systematic 
Reviews



Background

• SEBI – Supporting Evidence Based Interventions, staffed out of 
the Royal Dick and funded by BMGF. Collating animal health 
data from Google Scholar and other online databases and 
providing data visualisations

• Using PhD students from Informatics a machine learning tool 
was developed that could automate queries, reducing a three 
month manual task toward an end goal of three days, for a 
systematic review of literature

• The tool could be taught to automate other forms of systematic 
review



Background

• As a successful test case the tool was adapted to a small part 
of a literature review for the Microfluidics department in 
Engineering

• Engineering have 200 PhD and 100 Postdoc researchers who 
are expected to run ~2 reviews every three years, each review 
taking ~150 hours. Automation could reduce this to ~15 hours, a 
total time saving of 40 person-years in researcher time per year 
for Engineering alone.

• This could revolutionise research globally, saving hundreds of 
days of researcher time in nearly every university subject



Current State
• Continuing to work with SEBI to provide a full workflow that 

supports annotation, explainability, accuracy and features such 
as geolocation

• Working with Engineering to expand the proof of concept into a 
visual-based annotation tool that can generate training data

• Law: training a classifier to recognise and annotate a public 
database of Canadian refugee applications

• Medicine: Looking at the historical record of Cochrane reviews 
to provide a large set of training data



How Does the Tool Work?

• The tool uses Named Entity Recognition to recognise and infer 
terms that will be relevant to a given search criteria

• A subject matter expert will proceed with a manual review until 
sufficient annotations have been made for a classifier to be 
trained

• The classifier will classify papers for a given search into 
relevant, not relevant, and “low confidence” edge cases

• Low confidence results will be returned to the SME for 
annotation, creating a continuous improvement feedback loop



Signal – Confidence and Explainability

• The tool builds a “score” for each abstract it looks at, comparing it with the query

• Scores will fall into one of three categories : Include, Exclude, Low Confidence

• Low Confidence are borderline cases where the tool suspects a paper may relevant, but 

needs feedback to confirm

• “Signal” refers to the feedback from the tool on its confidence – it understands the concept 

of accuracy or “truth”

• The tool is able to explain its scoring for every paper

• The tool’s training data is available to show how the scoring was determined

• Feedback from marking of Low Confidence papers allows the tool become more accurate





Named Entities in SEBI





Geolocation



Microfluidics



Features 
>>> Other text data:
+ country reports
+ international conventions
+ local regulation, guidelines and laws
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Cochrane
• Gold standard for medical literature reviews
• Every two years a review must be updated with the latest literature – in 

other words the review must be repeated
• 4-5x time consuming as ordinary research paper
But:
• Data on historical reviews is meticulous, machine-readable and can be 

ingested automatically
• Repetition every two years is key motivator for automation
• Key determinant for acceptance is data quality – e.g. double blind trials –

which are terms a classifier can select for


